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Abstract

Identifying direct speech in literary fiction is
challenging for cases that do not mark speech
segments graphically. Such efforts have previ-
ously been based either on smaller manually
annotated gold data or larger automatically an-
notated silver data, extracted from works with
quotation marks. However, no direct compar-
ison has so far been made between the perfor-
mance of these two types of training data. In
this work, we address this gap. We further
explore the effect of different types of typo-
graphical speech marking in the training data.
Generally, we see stronger performance with
small gold data, than with considerably larger
silver data for training. If the training data con-
tains some data that matches the typographical
speech marking of the target, that is generally
sufficient for achieving good results, but it does
not seem to hurt if the training data also con-
tains other types of marking.1

1 Introduction

In research on literary text, it is often useful to be
able to distinguish between the frame narrative and
character speech (Elson et al., 2010; Nalisnick and
Baird, 2013) and to identify speech tags (Allison,
2018). Identifying speech and speech tags is rela-
tively easy in the presence of quotation marks, but
much more challenging when speech is marked by
a dash at the beginning, or not at all, as in (1). In
this work, we are interested in the latter case, tar-
geting data sets without any speech marking, and
with dashes automatically stripped from the text.

(1) Ja, lefvande! ropade patron Lack. Lefver inte
svinet?
‘Yes, alive! Patron Lack shouted. Isn’t the pig
alive? ’
(Nordström, Borgare, p. 20)

1This work is based on work previously presented in
Stymne (2024), which contains additional experiments. See
also Section 6.

In most previous work on direct speech identi-
fication, training data has either been gold data,
annotated by humans, or silver data, automatically
extracted from texts with quotation marks. While
gold data typically has higher quality than silver
data, silver data can easily be collected in consider-
ably larger quantities. However, we are not aware
of any direct comparison between these two types
of data. We also believe this is the first work where
silver data is used to identify speech tags.

2 Related Work

Table 1 summarizes related work on the identi-
fication of direct speech in literary works. This
excludes some distantly related work, e.g. target-
ing other genres such as news texts and languages
that predominantly use quotation marks, such as
English. For a detailed review, see Stymne (2024).

All papers but one use either existing gold data
or collect silver data for their experiments. Only
one paper, Kurfalı and Wirén (2020) use both vari-
ants. However, their main point of investigation
is to explore the feasibility of cross-lingual zero-
shot training for direct speech identification, so
they compare using English silver data, to using in-
language gold data for German, Portuguese , and
Swedish, which does not constitute a fair compari-
son with respect to only data type.

While not always clearly spelled out, in most
previous work, there seems to be a mixture of ty-
pographical markers in both training and test data,
with the exceptions of Stymne and Östman (2022)
and Durandard et al. (2023), who used separate test
sets for different types of typographical markings.
In several works, though, it is noted that varying
typographical markings in training data is a major
source of misclassification and that data without
quotation marks and dashes is considerably harder
to classify.



Work Language Data type Modelling/Eval. Method Marks Miscellaneous
Brunner (2013) German Gold Sentence, work Rule, Random forest Mixed, incl. QM STWR
Schöch et al. (2016) French Gold Sentence SVM, MaxEnt, . . . Dash/Mix(?) Applied
Jannidis et al. (2018) German Silver Sentence, token Log. regr., LSTM, . . . Mixed Applied
Ek and Wirén (2019) Swedish Gold Token Log. regr., rule Stripped speech lines
Tu et al. (2019) German – Sentence, token Rule No-QM
Brunner et al. (2020) German Gold Token BiLSTM-CRF+BERT/FLAIR Mixed (often QM) STWR
Byszuk et al. (2020) 9 languages Gold Token BERT-ft, rule Mixed
Kurfalı and Wirén (2020) 4 languages Silver (En) Token mBERT-ft Stripped Cross-lingual
Dahllöf (2022) Swedish Silver Segment Multi-layer perceptron Stripped dash lines Applied
Stymne and Östman (2022) Swedish Gold Token/Span BERT-ft Mixed Speech tags
Durandard et al. (2023) French Gold Token/Several Rule, BERT-ft, BiLSTM-CRF Mixed

Table 1: Summary of work on direct speech identification of literary works. Data type distinguishes training on
human annotated gold data, and automatically extracted silver data. Method refers to the main method used (ft:
fine-tuning, rule: rule-based modeling). For modeling and evaluation, it is stated if it is performed on the token level,
span level (i.e. for each speech sequence), segment level (i.e. segment between punctuation marks), sentence level
(i.e. does a specific sentence contain speech), or on the work level (i.e. based on the percentage of speech predicted
for a full work); Several refers to usage of more than one granularity. We also make a best effort to categorize the
type of typographical marking used in each study, which is challenging since it is not always directly stated; here
QM stands for quotation mark. Miscellaneous notes some additional aspects of the work, where STWR stands
for speech, thought, and writing representation, works marked as such are not restricted to only identifying direct
speech. Works marked with Applied, apply the classifiers to a large set of literary works, for further analysis.

Tokens Speech Tags
Gold train 110K 1881 863
Gold dev 17K 201 90
Gold test:dash 38K 883 325
Gold test:none 25K 577 336
Silver train 6290K 88097 34114

Table 2: Size of data in total number of tokens (for
stripped versions), number of speech (segments) and
number of (speech) tags.

3 Data

Table 2 summarizes the size of the data in number
of tokens (for stripped versions), number of speech
segments, and number of speech tags.

3.1 Gold Dataset: SLäNDa
Our gold training data comes from the SläNDa
corpus version 2.0 (Stymne and Östman, 2022), a
collection of excerpts from 19 novels from 1809–
1940, manually annotated for speech and other
features not forming part of the frame narrative,
such as thoughts, quotes, and letters, which we
merge with the other class in this work. We use the
suggested training and development splits.2 The
training data of SLäNDa contains a mix of typo-
graphical markings and no markings. We use the
original version (Gold-mix), as well as a stripped
variant where speech marking punctuation is re-
moved (Gold-strip), as well as mixing these two

2Available at https://lindat.cz/repository/
xmlui/handle/11372/LRT-4739

variants (Gold-combo). The test sets from SLäNDA
are separated by the graphical speech marking. We
use the testsets without marks (None) and the test-
set with stripped dashes (Dash-strip).

3.2 Silver Dataset
We collect a new silver dataset3 by gathering nov-
els and collections of short stories from the same
period as the SLäNDa data from Litteraturbanken.4

We select works of high-quality proofread OCR,
which we filtered to only keep those that use quo-
tation marks for speech marking and do not have
dashes at the start of lines. From this data, we ex-
tracted speech segments by selecting all sequences
surrounded by quotation marks. Speech tags are
identified using two heuristics, in relationship to
the first speech segment in a paragraph. (1) If the
first speech segment is preceded by a colon (either
within the paragraph, or in the previous paragraph),
we search for the preceding punctuation mark or
the start of a line, and mark the tokens in this stretch
as a speech tag. (2) If the first speech segment of
a line is not followed by a period, we mark any
tokens up until a sentence-final punctuation mark
or another quotation mark as a speech tag. We fil-
ter the extracted data to exclude works with few
speech segments and speech tags, resulting in data
from 88 works. We prepare two versions of the
silver data: Silver-quote: with original quotation
marks kept (not matching the SLäNDa test data)

3Available at https://github.com/
UppsalaNLP/LitDialogSilver/.

4https://litteraturbanken.se/

https://lindat.cz/repository/xmlui/handle/11372/LRT-4739
https://lindat.cz/repository/xmlui/handle/11372/LRT-4739
https://github.com/UppsalaNLP/LitDialogSilver/
https://github.com/UppsalaNLP/LitDialogSilver/
https://litteraturbanken.se/


Test data→ Dash-strip None
Training data↓ P R P R
Gold-mix 94.25 87.93 93.42 89.13
Gold-strip 93.41 92.02 94.18 91.51
Gold-combo 92.47 92.57 94.14 92.12
Silver-quote 28.97 2.04 32.03 5.53
Silver-strip 94.04 86.74 87.58 76.63

Table 3: Macro-average results with different variants
of gold or silver training data.

and Silver-strip, where all quotation marks are re-
moved.

3.3 Mixed Dataset
We also perform experiments where we mix gold
and silver data. For these experiments, we combine
Gold-combo and Silver-strip.

4 Experimental Setup

We model the task of identifying direct speech seg-
ments and speech tags as a token classification task.
Based on previous work, summarized in Table 1,
we choose to fine-tune a BERT model for token
classification based on the IOB2-schema of our
data, which has been used in the majority of the
most recent works. We use the Machamp toolkit
(van der Goot et al., 2021), a toolkit for various
NLP tasks, based on fine-tuning an LLM. When
mixing gold and silver data, we use the smoothing
feature of Machamp to give higher weight to the
gold data (α=0.25). As the base LLM, we use the
Swedish BERT-model KBBert (Malmsten et al.,
2020). In all our experiments, we use the devel-
opment set from SLäNDa to select the best model
across all epochs, to be used for testing.

We use token-level evaluation, where we ignore
punctuation and the distinction between B- and I-
tags. We report precision, recall, and F1-score for
speech segments and speech tags separately, as well
as macro-averaged scores over the two classes.

5 Results

Table 3 shows an overview of the main results, with
macro-average scores for different types of gold
and silver training data on our two test sets. In all
cases, we get better results when training on gold
data than on silver data. However, the difference in
precision is small for the Dash-strip test set, and
we see a much larger difference in recall for both
test sets. As expected, we see that training on the

original silver data with quotation marks, which
does not match the test data at all, gives very poor
results, especially on recall. However, stripping
quotation marks leads to relatively strong scores,
especially on precision. This may indicate that
the silver data is accurate, but may not include all
types of speech segments and speech tags that are
needed. For the gold data, all three variants of
training data perform reasonably well, but training
on the original data gives somewhat lower recall,
than when including stripped data. This indicates
that we need to have some data in the training that
matches the test set, but it does not seem to help
to exclude data that does not match, as seen by
the similar performance of Gold-strip and Gold-
combo.

In Table 4 we report scores per class, with the
overall best-performing variants of training data, as
well as a mixed variant with both gold and silver
data. Again it is clear that gold training data is
overall preferable to the much larger silver data.
Mixing gold and silver data does not help, with
the scores being equal or lower to the best gold or
silver scores. For speech segment identification,
we see that there is a precision/recall tradeoff, with
silver data giving slightly higher precision than
gold data, but at a cost of recall. For speech tag
identification, silver data always performs worse
than gold data, especially for the None test set.
Artificially unmarked data, by stripping, seems to
perform well on the task.

For speech tag identification, we see that the
precision is similar to that for speech segment iden-
tification with gold training data, but that recall
is lower. With silver and mixed data the scores
are much lower for speech tag identification, espe-
cially on recall. With silver training data, scores for
speech tag identification are considerably higher
on the Dash-strip than None test set. We think
this may indicate that the dash data, even when
stripped, has more similarities to the data with quo-
tation marks, in how speech tags are used, than the
data that was originally unmarked. The low recall
on speech tag identification with silver data also
indicates that the quality of the heuristic speech tag
identification could be improved.

Overall, we have good results when training
with gold data, and testing on these challenging un-
marked test sets, both for speech segments and for
speech tags. We think the quality is good enough
for applying these classifiers for work focusing on



Dash-strip None
Speech Tags Speech Tags

P R F P R F P R F P R F
Gold-strip 92.01 96.40 94.15 94.81 87.63 91.06 93.01 94.14 93.56 95.36 88.87 92.00
Gold-combo 89.53 96.96 93.08 95.42 88.18 91.59 93.47 94.39 93.92 94.81 89.86 92.27
Silver-strip 94.91 94.34 94.60 93.16 79.15 85.26 96.12 90.66 93.30 79.04 62.60 69.76
Mixed 93.88 95.37 94.61 90.36 80.52 85.16 96.09 89.92 92.87 72.62 65.01 68.56

Table 4: Token-level results for speech segments and speech tags for the best models on data without any typographic
markers.

analyzing literary text. Training with silver data,
which may be the only available data for some lan-
guages, gives reasonably good results on speech
segment identifications, but further work is needed
to better identify speech tags with silver training
data.

6 Additional Findings

We have described experiments focused on the iden-
tification of direct speech in challenging datasets
without speech marking, focusing on the impact of
gold versus silver training data, and the graphical
speech marking of training data. In this section, we
will briefly summarize the additional experiments
presented in Stymne (2024), where we also pre-
sented results on the SLäNDa testset with dashes
and explored the impact of metric granularity.

For the dash test set, we also saw considerably
higher recall when training on gold data than on
silver data. However, precision was typically a little
bit higher with silver or mixed training data, than
for gold. The results when training with stripped
gold data were slightly lower than with the original
training data, that contained dashes. For the silver
data, there was a low recall both for the original
data with quotation marks and with the stripped
variant. We also tried to replace quotation marks
with dashes in the silver data, and while improving
over the other two variants of silver data, it was still
much lower than with gold training data on recall,
while giving the highest macro-average precisison.

We also compared the token-level evaluation re-
ported in this paper, to a strict span-level metric,
where only exact matches of the full span counted
as correct, including any leading or trailing punc-
tuation marks. On this metric, the results were
relatively consistent for the dash test set. However,
for the two test sets presented in this paper, the
results were conflicting on the two metric types,
with the span-level metric often favoring the silver
training data over the gold training data. We be-
lieve this is mainly due to some inconsistencies in

the human annotation of punctuation marks at span
boundaries in the gold training data, which could
lead to non-matching spans. This issue does not
occur in the silver data, which is deterministically
constructed based on heuristics. Due to this, we
believe the token-level results to be more represen-
tative of the usefulness of the classifiers and thus
presented them in this paper.

7 Conclusion

We explore several aspects related to the automatic
identification of direct speech segments and speech
tags in Swedish literary works. We focus on the use-
fulness of manually annotated gold data, compared
to automatically annotated silver data, and the im-
pact of different types of typographical marking
of speech in the training data. We found that over-
all, we had the best results when using the smaller
gold data, especially on speech tag identification.
Mixing gold and silver data did not lead to further
improvements. The training data needs to contain
the type of speech marking that is used in the target
data, possibly by artificially stripping speech mark-
ers, but may also contain other variants, to ensure
a reasonable performance.

In future work, we plan to extend the current
study with a detailed error analysis. It would be
interesting to explore both the quality of the sil-
ver data, especially for speech tags, and the clas-
sification results in more detail. Another line of
work would be to compare classification using sil-
ver data for the target language to gold data in
a cross-lingual setting, expanding on Kurfalı and
Wirén (2020). We think the current classifiers are
strong enough to apply to research in digital lit-
erature studies where the identification of direct
speech and/or speech tags is needed. We plan to
use such a classifier to investigate changes in the
Swedish written language in literary narrative and
dialog over time.
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