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Abstract 

This paper outlines some of the empirical 
resources and language technology tools to 
be used in the project “Language(s) of 
segregation: Interdisciplinary perspectives 
on spatial, social, and symbolic division in 
cities.” The aim of this project is to examine 
the construction of segregation discourse in 
Sweden, its implementation as urban 
policy, and its impact and experience in 
everyday life. By integrating perspectives 
from linguistics, public administration, and 
urban ethnography, this study analyzes 
various forms of segregation — such as 
educational and residential — using large 
corpora to identify patterns and address 
related disparities. Key resources include 
political discourse, social media, and press 
coverage, while language technology tools 
like word vectors, network and sentiment 
analysis, and topic modeling will be 
employed. Preliminary findings provide 
early insights into the complex dynamics of 
segregation across different contexts. 

1 Introduction 

This paper provides an overview of the various 
empirical resources and language technology tools 
that are aimed to support the on-going 
“Language(s) of segregation: Interdisciplinary 
perspectives on spatial, social, and symbolic 
division in cities” 1  project. The project takes a 
linguistic, public administration and urban 
ethnographic perspective with the purpose to 
analyse and demonstrate how segregation has been 
discursively created as a problem in Sweden, is 
implemented as an urban government policy and 
administration practice, materializes in the 

 
1 The project is part of the “National research programme in 
segregation”, coordinate by the Swedish Research Council, 
which in turn implements the Swedish Government’s 

linguistic landscape, and is negotiated in everyday 
life by speakers of different languages and 
residents in different socio-economic areas. 
Segregation comes in various forms and 
dimensions, such as school, labour market, age, 
gender, race, residential; each of these forms is 
influenced by distinct social, economic, and 
institutional factors. Analyzing these forms of 
segregation often involves examining extensive 
empirical data, which enables researchers to 
identify patterns and develop effective strategies to 
address the resulting disparities across various 
contexts, thereby deepening our understanding of 
this pressing challenge. 

The textual resources described (cf. Section 4.1) 
are drawn from three major genres: national 
parliamentary discourse on ‘segregation’; local, 
regional and national Swedish press; and the online 
social media forum Flashback. The language 
technology tools to employ encompass a range of 
techniques, including lexical and phraseological 
analysis using word vectors (e.g., embeddings; cf. 
Section 4.2) and other statistical methods, network 
and sentiment analysis (cf. Section 4.3) to assess 
political attitudes, and topic modelling to uncover 
underlying themes (cf. Section 4.4). 

2 Background and Related Studies 

Segregation is a complex phenomenon which has 
been studied across various disciplines, including 
sociology, economics, and urban studies. 
Depending on the type of segregation, e.g., 
residential, educational, occupational, or age, the 
data, consequences, and policy interventions may 
differ significantly. The sources of empirical data 
used in such studies often include longitudinal 
surveys (Leoncini, et al., 2024), social networks 
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(Echenique & Fryer, 2007; Reme, et al., 2022), 
administrative data, interviews and ethnographic 
observations (Lau, 2023) or corpora, primarily 
used for qualitative, critical discourse analysis 
(Backvall, 2019). The diverse data sources 
examined, enable researchers to analyze patterns of 
segregation, assess its impact on different 
populations, and develop e.g., targeted policy 
interventions aimed at mitigating its effects and 
promoting social integration. 

In the Swedish context, studies alongside other 
societal research, include Brodén’s et al. (2023) 
investigation of the analytical benefits of tracing 
parliamentary discourse through neologisms as an 
explorative approach to identify significant 
patterns of ‘terrorism’. Ohlsson et al. (2022) 
present an initial exploration of the Swedish 
bicameral parliament’s (Tvåkammarriksdagen) 
data using a mixed methods approach, showing 
how the concept of ‘market’ was represented 
linguistically over time in lexical dimensions such 
as the term’s definite forms and compounds. In an 
exploratory study, Pettersson Ängsal et al. (2022) 
extract and analyze relevant texts on ‘political 
terror’ and ‘terrorism’, then visualize and mapp the 
discourse by developing key terms and identifying 
associated individuals, places, groups, and states. 
Finally, Fridlund et al., (2023), explore how 
Swedish nonfiction and fiction during the Cold War 
represented ‘political terror’, using both distant and 
close reading methods. Fridlund et al. demonstrate 
how text mining and historical expertise reveal 
patterns and significant aspects of the cultural 
discourse on terrorism in Sweden. 

3 Research Questions and Objectives 

Some of the research questions we just began2 to 
explore in the project relate to various distant 
reading dimensions of how ‘segregation’ is 
conceptualized, conveyed and represented within 
the Swedish Parliament and among members in the 
social media forum Flashback. The use of language 
technology tools can enhance the analysis, 
specifically by identifying subtle patterns, implicit 
references, and emerging trends that might 
otherwise be overlooked. Thus, part of the corpus 
processing objectives includes methods to: 
 analyze the lexical manifestations of 

‘segregation’ and closely related concepts 

 
2 Any figures or descriptions related to the resources in this 
paper are based on the data collected by mid-September 2024 

within the text samples. This includes 
identifying dominant and significant 
collocation and representation patterns, major 
compounds, and any similarities or 
differences in the ideological perspectives of 
political parties as reflected in the 
parliamentary text. Additionally, examine the 
connotation polarity profile of ‘segregation’ 
to understand its semantic nuances. 

 examine how the framing of ‘segregation’ has 
evolved over time in Swedish parliamentary 
discourse and investigate any societal and 
historical events that have intersected with 
and influenced the changing perceptions of 
segregation in Sweden. 

 identify texts that discuss segregation 
indirectly, without explicitly using the term 
itself. This can be accomplished using word 
and document embeddings to find terms and 
phrases, and even documents related to 
segregation. 

 track the evolution and sentiment of the term 
‘segregation’ using temporal analysis and 
sentiment analysis techniques, including 
trend analysis over time and sentiment 
scoring methods to assess shifts in public 
perception and discourse. 

 apply topic modeling to uncover underlying 
themes and trends. 

4 Framework for the Study 

This section provides an outline and status of the 
textual resources and computational linguistics’ 
framework for the project. One major challenge we 
face concerns the selection and representativeness 
of the data, which can be crucial for drawing more 
generalizable conclusions from the sample. The 
segregation-related textual data so far consists of: 
 ‘Riksdagens öppna data’ – parliamentary 

data: these texts cover a period of fifty-four 
years (1970-2024) which includes 
parliamentary motions, interpellations, 
minutes from the chamber, reports, 
statements and decisions (‘Betänkande’) and 
other related document. 

 ‘Riksdagens öppna data’ – policy documents 
and official reports (‘Statens offentliga 
utredningar’): these are reports by 
government commissions of inquiry. 

(the “current status”). Collection and processing are ongoing 
processes during Fall 2024/Spring 2025. 
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 press/news/media articles: these (will) 
include both local press, national newspapers, 
magazines and trade media sources primarily 
read for professional purposes (cf. footnote 2). 

 social media (‘Flashback forum’): these data 
encompass various relevant to segregation 
discussion threads, with pertinent metadata 
such as publication date and user information 
included for comprehensive analysis. 

 
We currently use Språkbanken Text (SB 3 ) as a 
repository for the political document collections 
and some of the social media and press corpus as 
well as other tools such as Retriever Research4, to 
compile the rest of the press/news/media data. 
Most of the texts are publicly accessible and cover 
a relatively long period of time. 

The whole data will be imported into SB’s 
infrastructural tools, such as Korp, Mink and Strix 
(Borin et al, 2012), while some of the resources and 
exploratory tools will be available as Colab 
notebooks 5 . The SB tools allow researchers to 
search for word instances in the data set over the 
complete timeline and get immediate access to the 
query words in their contexts as well as getting a 
statistical overview of word use; information 
includes also a variety of metadata about these 
texts, such as publication date. The study of the 
‘segregation’ concept over time will also be further 
examined qualitatively using the linguistic 
representations in context and discourse analysis.  

4.1 Methodology  

Regarding the empirical data, ongoing work is on 
place with the aim to add more textual content to 
these subsets, particularly for social media and 
press sources (cf. footnote 2). The Swedish 
parliamentary texts, accessible through 
Språkbanken Text, consist of a well-defined 
collection of documents that are diverse in 
structure, style, and perspective. We are currently 
narrowing them down using selected keywords (cf. 
Section 4.2). The keywords enable us to extract a 
subset of the whole parliamentary data which is 
exported, and further divided into small number of 
subcollections, such as motions and interpellations. 
Regarding the press/news/media articles, the 

 
3 https://spraakbanken.gu.se/en. 
4 https://www.retrievergroup.com/product-research.  
5 A Colab notebook with the current Flashback forum part of 
the corpus (ca 2 400 structured instances) can be found here: 
https://tinyurl.com/3ek68vbx. 

original goal of the project is to collect at least 
80,000 of such documents in which the term 
‘segregation’ or one of its inflections or 
compounds (either as prefix or suffix element) is 
used. Flashback threads are extracted in which 
various forms of ‘segregation’ are the primary 
focus of discussion. The status of these relevant 
threads, some already collected from Språkbanken 
Text resources, are provided in Appendix A. 

The finally collected dataset will be used for the 
statistical analysis of how often ‘segregation’ and 
its forms are used across different corpora, genres, 
and time periods. Moreover, this study examines 
the grammatical structures in which ‘segregation’ 
and its variants appear, with a focus on common 
phrases, clause structures, and sentence roles. The 
textual data will also be the necessary input to the 
technologies overviewed; sections 4.2-4.4, below. 

4.2 Pre-Trained Word Embeddings 

Embeddings, as vector representations of words or 
documents6, offer advantages in identifying word 
or document similarities. For instance, by mapping 
words into a continuous vector space, embeddings 
capture semantic relationships based on context, 
enabling models to discern subtle nuances in 
meaning (Mikolov, et al., 2013). This vectorized 
representation allows for the measurement of word 
similarity through simple mathematical operations 
like cosine similarity, which can effectively 
identify synonymous or closely related words even 
when they do not share explicit lexical features. 

To identify words analogous to ‘segregation’, 
we currently examine several available Swedish 
word embedding models, cf. Appendix B for the 
results of two av them FastText embeddings (Grave 
et al., 2018), and a BERT model (“Bidirectional 
Encoder Representations from Transformers”; 
Devlin et al., 2019) trained by the National Library 
of Sweden (KBLab). The word embeddings, which 
capture the collocative patterns of ‘segregation’ in 
context and analyze the surrounding words and 
‘segregation’ lexical variations, may provide a 
deeper understanding of semantic relationships. 
This would allow for more accurate identification 
of word similarities and nuanced interpretations of 
meaning within complex linguistic structures. 

6 We also plan to apply sentence embeddings using available 
Swedish models from KBLab, such as KB-SBERT: 
https://huggingface.co/KBLab/sentence-bert-swedish-cased. 
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4.3 Polarity Identification and Analysis 

Sentiment analysis can help identify polarization in 
the discourse on ‘segregation’. If the analysis 
reveals a wide range of sentiments from highly 
positive to highly negative, this might indicate a 
polarized topic. Understanding the degree of 
polarization can inform further analysis of the 
underlying reasons for divergent views on 
segregation. We plan to apply the Swedish 
VADER7 resource for this analysis. 

Thus, sentiment analysis can determine and 
quantify the emotional tone associated with 
‘segregation’ in various texts. It also provides a 
quantitative measure of how the term is perceived 
in different contexts and time periods, which may 
reflect societal attitudes towards ‘segregation’. 

By doing so, we hope to track how the sentiment 
associated with ‘segregation’ changes over time, 
providing insights into shifts in public opinion, 
societal attitudes, or the impact of significant 
events related to the term. 

4.4 Topic Modeling 

Prevalent themes or topic across the data can be 
explored using the topic modeling, e.g., BERTopic 
(Grootendorst, 2022). BERTopic is a modular topic 
modeling framework, which utilizes pre-trained 
language models and applies clustering techniques 
to identify prevailing topics. This enables a 
nuanced exploration of overarching themes, 
offering insights into the nature of these 
discussions in the forum, using a state-of-the-art 
pre-trained language model for Swedish8 . Topics 
can be enhanced by incorporating sentiment 
analysis (Section 4.3), adding another layer of 
depth to the overall analysis. Examining the 
sentiment within each topic where ‘segregation’ is 
discussed, we might gain a more nuanced 
understanding of how different thematic areas 
(e.g., education, social) frame and emotionally 
color discussions of ‘segregation’. In the context of 
analyzing ‘segregation’ and its properties topic 
modeling can achieve several key objectives by 
identifying thematic patterns; exploring contextual 
variability; tracking semantic evolution; and 
revealing the term’s contextual and thematic 
associations, supporting a more detailed analysis 
of its usage, meaning, and evolution. 

 
7 VADER stands for "Valence Aware Dictionary and 
sEntiment Reasoner" (Hutto & Gilbert, 2014); details about 
the svVADER cf Kokkinakis et al. (2023). 

4.5 Qualitative Analysis 

The analysis will combine quantitative tools from 
corpus studies with qualitative approaches from 
discourse studies to examine the discursive 
construction of ‘segregation’ within the data. This 
approach will apply discourse analysis to explore 
how ‘segregation’ contributes to arguments, 
narratives, and rhetorical strategies, revealing its 
role in shaping public discourse across different 
contexts. The study will conduct an exhaustive 
corpus-assisted diachronic and comparative 
discourse analysis of Swedish media and political 
texts from 1970 to the present. This method will 
allow us to trace the evolution of ‘segregation’ over 
time; arguments associated with the term and the 
connotations of ‘segregation’, enhancing semantic 
analysis by uncovering nuanced meanings and 
distinguishing between its legal and social 
applications, thereby offering deeper insights into 
the broader implications of its usage.  

5 Discussion and Current Status 

The purpose of this paper is to provide a concise 
overview of the orientation and preliminary 
concepts regarding the objectives, framework, and 
project concept, while also emphasizing some of 
the available data and modeling resources intended 
for use and exploration. The project’s empirical 
data has primarily been guided by the degree of 
accessibility, availability and variability in terms of 
both scope and representativeness of the texts. 
While corpus linguistics methods offer several 
advantages, it is crucial to remain mindful of the 
persistent challenge of sample bias, which can 
significantly influence the findings. This issue is 
not unique to quantitative approaches; but affects 
qualitative methods, underscoring the importance 
of carefully considering sample selection and 
representativeness in any linguistic analysis. 

We plan to continue the collection and 
structuring of the data, with a focus on the analysis 
through a critical examination of how the concept 
of ‘segregation’ is addressed across different text 
types and genres. Comparing results from different 
types of texts and discourses will likely provide 
deeper insights into how the concept of 
'segregation' is understood, framed, and 
communicated across various contexts. 

8 The Swedish Sentence Transformer model “sentence-
bert-swedish-cased, trained by KBLab is used. 
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Appendix A 

 
 

 
 

   

Status of the Flashback forum (24 threads, already sampled) related to ‘segregation’. 
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The two first columns to the left of the above table are the results generated by the pre-trained Swedish 
model (‘bert-base-swedish-cased-new’) implemented by KBLab that can be loaded from: 
https://huggingface.co/KBLab/bert-base-swedish-cased-new. To the right of the same table, are the 
results generated by the pre-trained Swedish model (‘cc.sv.300.bin’) implemented in “fastText” 
(right) that can be loaded from: https://dl.fbaipublicfiles.com/fasttext/vectors-crawl/cc.sv.300.bin.gz. 
The model’s parameters were Vector Size = 300; Corpus Size = 1G and Vocabulary Size = 50052. The 
numbers shown are the cosine similarities between the queried word embedding and its nearest 
neighbor word embeddings, returned by the two models. 

Generation of word vectors for ‘segregation’ (left) in two different Swedish models. 


